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A measurement of the inclusive cross section for production of isolated photons is presented
for transverse energies in the range of 23—300 GeV in the central pseudorapidity region |n| <
0.9. The results are based on a data sample of 325.9 pb™" of integrated luminosity accumulated
during 2002—2004 in pp collisions at /s =1.96 TeV and recorded with the D@ detector at the
Fermilab Tevatron Collider. The obtained results are compared with the next-to-leading order
QCD predictions.
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I. INTRODUCTION

The production of isolated photons in high energy hadronic collisions has been studied extensively both theoretically
and at experiments during the last 25 years. In high energy pp collisions the dominant source for production of photons
with moderate and high transverse momentum pr is direct (or prompt) photons. They are called direct since they
are produced directly from parton-parton interactions and not from the hadron decays (such as 7°,7, K?). These
photons come unaltered from the hard process and therefore can give us a clean test of the hard scattering dynamics.

In the region up to pJ. ~ 150 GeV the direct photons are mainly produced through the Compton scattering
q+ g — q + v and thus their production cross section is sensitive to the gluon density inside the colliding hadrons. A
high center of mass energy at Tevatron and the statistics accumulated currently in Run II allows us to test quantum
chromodynamics (QCD) and gluon distribution in the region of large @? and wide range of z,.: 0.02 < x,. < 0.30. The
measurements of isolated photon cross section also allows testing the next-to-leading order (NLO) and resummed QCD
calculations, phenomenological models of gluon radiation, studies of photon isolation and the fragmentation process.
Photon identification is free from the uncertainties caused by the parton fragmentation or by experimental issues
related to jet identification and energy measurement and thus has an advantage over jet production measurement. In
addition, photons in the final state may be an important sign of new particles and/or physics beyond the standard
model. Thus, first of all, it is useful and necessary to study and to understand the “conventional” sources of photons.

This note presents a first measurement of the cross section for production of isolated photons in pp collisions at
v/s =1.96 TeV (Run II) in the central pseudorapidity region of |n| < 0.9, and covers a much wider p}. range than
Run I measurements at CDF [2] and DO [3]. (Pseudorapidity is defined as 7 = —In tanf/2, where 6 is the polar angle
with respect to the proton beam.)

II. ANALYSIS
A. Selection Criteria.

Photon candidates were identified in the D@ detector [4] as isolated clusters of energy depositions in the uranium
and liquid-argon sampling calorimeter. The electromagnetic (EM) section of the calorimeter is segmented longitu-
dinally into four layers (EM1-EM4) of 2, 2, 7, and 10 radiation lengths respectively, and transversely into cells in
pseudorapidity and azimuthal angle An x A¢ = 0.1 x 0.1 (0.05 x 0.05 in EM3). In addition, the cluster may also
contain the energy deposited in the hadronic portion of the calorimeter located after the EM one [4].

To select photon candidates in data and Monte Carlo (MC) we have used the following criteria. Each EM cluster—
photon candidate is formed by simple cone algorithm with cone size of R = /An?2 + A¢? = 0.2 [3]. The data
were initially preselected with requirement of at least one EM cluster with pr > 15 GeV. The preselected events are
required to pass a combination of the unprescaled EM triggers. The event vertex was required to be within 50 cm of
the nominal center of the detector along the beam (]Z,:,| < 50 em) and should have at least 3 associated tracks.

Candidate EM clusters were accepted within the pseudorapidity region |n| < 0.9. To avoid inter-calorimeter
boundaries and cracks, EM fiducial cuts are applied. The total geometric acceptance is found to be 0.842 + 0.002.
Each candidate was required to deposit more than 95% of the detected energy in the EM section of the calorimeter
(EMfrac > 0.95) and to be isolated in the annular region between R = 0.2 and R = 0.4 around the of the energy-
weighted centroid: Iso(AR02) < 0.10. Here Iso(AR02) = (EisoTot — EisoCore)/EisoCore, where EisoTot is
overall (EM+hadronic) tower energy in the (1, ¢) cone of R = 0.4 and EisoCore is EM tower energy in the cone of
R = 0.2. Probability to have any track spatially matched to the EM cluster in the event was required to be below
0.001. We also reject events having too large missing E7 by the cut EF%®/pl < 0.7. Photon selection efficiency
with respect to these cuts is presented in Fig. 1. It can be fitted by a — exp[(b — pr)/c] with values of parameters
a=0.915+0.004, b = —52.04 £ 6.11, and ¢ = 28.43 £ 1.60.

A set of additional four variables was used for a further background suppression. They are number of the EM
cluster cells at EM1 layer with a cell energy E.o;; > 0.4 GeV, number of cells around the EM cluster within the ring of
AR = 0.2 — 0.4 with the same E..; threshold, scalar sum of track transverse momenta in the ring of 0.05 <R < 0.4
with pirek > 0.3 GeV, and energy-weighted EM cluster width in 7 x ¢ at EM3 layer. These variables have shown
consistent behavior from the point of view of MC/data comparison on the electrons and positrons from Z — ete™
events.

When discriminating between direct photons and photons from backgrounds such as 7° decays, we face a problem of
pattern recognition. Most discriminant variables cannot separate the two event classes unambiguously. The standard
procedure for solving such a problem is the introduction of relevant cuts in the multi-dimensional data. Nowadays the
application of a software-implemented artificial neural network (ANN) for pattern recognition is well established and
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FIG. 1: Photon selection efficiency to pass the main cuts: The events satisfy conditions EMfrac > 0.95, Iso(AR02) < 0.10, no
spatially matched tracks and E7**° /p). < 0.70 as a function of pr. The fitting function is shown on the plot.

usually gives results that are superior to conventional approaches [5]. So, instead of direct application of cuts on these
variables they were used to build ANN that can accumulate a power of all the four variables and criteria on them.
ANN, based on JETNET package [6], is then applied for an additional selection criterion and following calculation
of photon purity. ANN is trained to discriminate between MC direct photon from “y%" + jet” events (taken as the
signal) and EM jets (taken as the background). The later are QCD jets that have passed the following main selection
criteria: EMfrac > 0.90, I'so(AR02) < 0.15, have no spatially matched tracks. The network is trained to produce 1
(unity) in case of signal and 0 (zero) in case background events.

We select just events that have value of the network output greater than 0.5. A systematic error assigned for this
cut is the difference between efficiencies for MC and data electrons/positrons from Z — ete™ events and is 2.4%.
Photon efficiency with respect to this cut is 0.937 & 0.002 and is independent of pJ.. The distributions over ANN
output for MC direct photon, em-jets and data 44 < pJ. < 50 GeV are presented in Fig. 2 with position of the cut.
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FIG. 2: Normalized distribution of ANN output for data, signal and background events from 44 < p7. < 50 GeV after application
of the main selection criteria: EMfrac > 0.95, Iso(AR02) < 0.10, no spatially matched tracks and E7**®/pl < 0.70. Cut
position is shown.



B. Photon Purity Estimation.

The signal from direct photons is contaminated with backgrounds from jets that have fluctuated into well-isolated
EM clusters. These jets are primarily composed of one or more neutral mesons that decay into photons, and may also
be accompanied by other soft hadrons whose energies are deposited in the EM portion of the calorimeter.

Since the signal events cannot be identified on an event by event basis their photon fraction (purity) P is
determined for a given p7. bin statistically. The photon purity is defined as a ratio

N7

P = SN (1)

where N7 (N7¢%) is the number of single photons (QCD jets) that passed the selection criteria.

The ANN output in data fits to ANN outputs from MC photon and em-jet samples using HMCMLL routine [7].This
fitting procedure correctly incorporates the statistical error from both the MC and data inputs. At high pr intervals
the uncertainty of the measured purity points is mostly caused by data statistics while for lower pr it is mostly caused
by the statistics of QCD jets sample which remains after the main selection cuts.

The determined from HMCMLL photon fractions were fitted by function (2)

Pr=1/(1+a (p7)") (2)

We have chosen this form because we expect the data to be a sum of two falling cross sections (photons and jets) with
their ratio having roughly the form a(pr)® (compare with formula (1)). Values of the two free parameters found from
fit are a = 38.86 & 16.71 and b = —0.971 + 0.112. Besides the main fitting function two other functions can be used:
Ps =1—exp(a+b py) and Py = a+ b in(p}). In Fig.3 we plot the default fit with its statistical error as well as
the systematic band in uncertainty caused by usage of alternative fitting functions and by variation of the number of
bins in HMCMLL fit. The fit, shown in Fig. 3 with its statistical uncertainty, assures that purity is a smooth function
of p7..

A?l additional systematic uncertainty was assigned due to the fragmentation model used in the Monte Carlo event
generator PYTHIA [8]. This uncertainty was estimated by varying the ratio between 7° and 7,w, K? (containing vy /m°
in the decay channel) by £50%. Such a variation mostly influences region up to ~50 GeV and leads to an additional
about 7% systematical error in purity at pJ. ~ 25 GeV, 2% at p. ~ 50 GeV and 1% at p}. 2 70 GeV.
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FIG. 3: Default fit (red full line), statistical error from the default fit (purple dashed line), band in systematic uncertainty
(green dotted line) and total error (blue dash-dotted line).



C. Photon Energy Scale and Unsmearing Corrections.

The calorimeter layer weights used to reconstruct the initial energy of the electromagnetic particle were found
by using electron based (Z — ee, J/¢ — ee) events. Because of differences in the development of electromagnetic
showers, photons lose noticably less energy in the material before the calorimeter than electrons. This fact can lead
to a systematic over-correction in the energy of photons and would yield a shift in the cross section. Monte Carlo
simulated "photon+jet’ events were used to find necessary corrections. They turned out to be around 1.9% at p}. ~20
GeV, 1.0% at 40 GeV and negligibly small at p}. >70 GeV.

Unsmearing is correcting cross section due to finite resolution of the calorimeter. It is especially important for the
case of steeply falling spectrum. The unsmearing of pJ. spectra was performed with an analytical method, fitting to
the uncorrected cross section a function obtained by the convolution of an initial ansatz (as a physical distribution)
and an energy resolution function. The correction factors fun,sm were then obtained as a ratio of unsmeared (physical)
to the smeared fitted function. The correction can be parametrized by the linear function fypsm = a — b - pJ. with
a=0.971 £ 0.002 and b = (9.061 + 1.432) x 10~°.

III. CALCULATION OF CROSS SECTION AND COMPARISON WITH THEORY.

The inclusive photon cross section was obtained by the relation:

o N P funsm
dpy dn? Lt Apy An7 A € €

3)

where N is number of photon candidates in the selected sample, P is photon purity, funsm iS unsmearing correction
factor, Lin; is the integrated luminosity, ApJ. and A7 are the bin sizes in transverse momentum and pseudorapidity,
A is the geometric acceptance, €; is the trigger efficiency, and ¢, is efficiency of the selection criteria.

Total number of photon candidates remained after analyzing the initial data set collected with L;,; = 325.9 £ 21.2
pb~! and application of all the selection criteria is about 2.7 million. They were used to calculate the cross section in
17 p}. bins with average values varied from 23.9 to 258.0 GeV.

The preliminary results of the measurement are shown in Fig. 4 as a function of pJ. for the central pseudorapidity
region |n7| < 0.9 with the full experimental (systematic @ statistical) errors. The data are plotted at the pl-weighted
average of the fit function for each bin.

One can see that in the presented range 23.9 < p7. < 258.0 GeV the central photon cross section falls by about 5
orders of magnitude. Statistical errors vary from 0.1% in the first p. bin to 13.2% in the last bin, while systematic
errors range from 11 to 25%. The largest source of systematic uncertainty is caused by the purity estimation (see
Fig.3).

The superimposed theoretical curve corresponds to the QCD NLO predictions based on the JETPHOX program
[9] (red full line) with CTEQ6.1M set of parton distribution functions (PDF) [14]. The obtained results were also
compared with the QCD NLO predictions based on the code [10] with same PDF. The two predictions are based
on different sets of fragmentation functions, which are [11] in the first case and [12] in the second. It is worth
emphasizing that in spite of such a discrepancy both predictions are in agreement within 7%. A sensitivity of the
theoretical predictions to the isolation requirements in the ring of AR = 0.2 and to EM fraction in the cone of R = 0.2
was tested [13]. Variation of I'so(AR02) cut form 10 to 5% and from 10 to 15% leads to changes in the cross section
of less than 2%. Variation of allowable hadronic energy in the cone of R = 0.2 from 4% to 6% also leads to relative
changes in cross section < 2% [13].

The theoretical predictions presented in Fig. 4 correspond to the choice of renormalization, factorization and
fragmentation scales as pur = pr = puy = pJ.. If all scales are varied to pr = pup = py = 0.5p. or to 2p). the cross
sections are changing within £12-13% (see Fig. 6).

The ratio of theoretical predictions done with MRST2004 [15] to ones with CTEQ6.1M are shown in Fig. 5. One
can see that variations are within 3%.

The ratio of the measured cross section to the NLO QCD predictions [9] calculated with CTEQ6.1M PDF set
is presented in Fig. 6. Ratios of the nominal theory predictions [9] (with ug rs = py and CTEQ6.1M PDF set
corresponding to the best fit) to the predictions with g g,y = 0.5p;. (upper dotted blue curve) and 2p7. (lower curve)
as well as to the predictions with largest upper and lower CTEQ6.1M PDF errors (dash-and-dot red curves) [14] are
also shown on the plot. A similar treatment using the approach of [10] yields comparable results, specifically a 1-2%
variation, with similar pJ. dependence.

The NLO QCD predictions, both with CTEQ6.1M and MRST2004, describe the data within the experimental
uncertainties in the whole considered p7}. range of 23 < pJ. < 300 GeV. The obtained results can be used in the future
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FIG. 4: The inclusive cross section for production of isolated photons do/dp}.dn vs. pr. for the central (|| < 0.9) pseudorapidity
region. The full (systematic @ statistical) errors are shown. The red curve is theoretical NLO QCD predictions [9] done for
pr = pr = py = py. with CTEQ6.1M PDF set.
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FIG. 5: Ratio of theoretical predictions with MRST2004 to CTEQ6.1M.

PDF global fits, especially in the region of large pJ. (zr 2 0.1) where, on the one hand, theoretical uncertainties from
the fragmentation and kp smearing effects are small, while the experimental uncertainties from the inclusive jet cross
sections are substantial. For this reason, extending the photon cross section to the region of larger pJ. would be very
important.
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